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Schorfheide (2006), p. 18). More precisely, the algorithm implements the
following steps:

1. Choose a starting point θ◦, where this is typically the posterior mode,
and run a loop over 2-3-4.

2. Draw a proposal θ∗ from a jumping distribution

J(θ∗|θt−1) = N (θt−1, cΣm)

where Σm is the inverse of the Hessian computed at the posterior mode.

3. Compute the acceptance ratio

r =
p(θ∗|YT )

p(θt−1|YT )
=

K(θ∗|YT )
K(θt−1|YT )

4. Finally accept or discard the proposal θ∗ according to the following rule,
and update, if necessary, the jumping distribution:

θt =
{

θ∗ with probability min(r, 1)
θt−1 otherwise.

While these steps are mathematically clear and give unequivocal instruc-
tions to a machine, several practical questions arise when carrying out Bayesian
estimation. These include: How should we choose the scale factor c (variance
of the jumping distribution)? What is a satisfactory acceptance rate? How
many draws are ideal? How is convergence of the Metropolis-Hastings itera-
tions assessed? These are all important questions that will come up in your
usage of Dynare. They are addressed as clearly as possible in section 5.7 of
Chapter 5.

8.4 Comparing models based on posterior
distributions

As mentioned earlier, while touting the advantages of Bayesian estimation,
the posterior distribution offers a particularly natural method of comparing
models. Let’s look at an illustration.

Suppose we have a prior distribution over two competing models: p(A)
and p(B). Using Bayes’ rule, we can compute the posterior distribution over
models, where I = A,B

p(I|YT ) =
p(I)p(YT |I)∑

I=A,B p(I)p(YT |I)


